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Doping of bulk semiconductors, the process of intentional insertion of impurity atoms into a crystal, was introduced in the 1940s and is the basis for the widespread application of semiconductors in electronic and electro-optic components (1). Controlling the size and dimensionality of semiconductor structures is an additional way to tune their properties via quantum confinement effects. In this respect, colloidal semiconductor nanocrystals (NCs) have emerged as a family of materials with size-dependent optical and electronic properties. Combined with their capability for wet-chemical processing, this has led to NC-based light-emitting diodes (2), solar cells, (3) and transistor devices (4) prepared via facile and scalable bottom-up approaches. Impurity doping in such colloidal NCs still remains a challenge (5). From the synthesis side, the introduction of a few impurity atoms into a NC that contains only a few hundred atoms may lead to their expulsion to the surface (6–8) or compromise the crystal structure. This will inherently create a heavily doped NC under strong quantum confinement. The electronic and optical properties in such circumstances are still unresolved.

Several strategies for NC doping have been used. Remote doping, through the use of binding ligands on the nanoparticle surface (which can donate carriers) or electrochemical carrier injection, has been shown to yield n-type doping in semiconductor NC superlattices (4, 9–11). Substitutional doping has been studied mainly for color center impurities (12) and magnetic impurities, notably Mn atoms (13, 14), thereby providing insight into the challenging chemistry (15). The introduction of dopant precursors at specific stages of nanoparticle growth has been effective in controlling the impurity location (16). More recently, some progress has been made toward producing n-type CdSe quantum dots (QDs) through the use of tin and indium impurities (17, 18), and Cu impurities have been used to produce p-type InP NCs (19).

Here, we describe a simple room-temperature method for doping semiconductor NCs with metal impurities. By changing the dopant type and concentration, we achieved exquisite control of the electronic properties, including the band gap and Fermi energy. We conducted experimental and theoretical studies of the role of strong quantum confinement leading to localization of the impurity wave functions as well as disorder effects.

---

**Fig. 1.** Diagrams describing the effects of heavy doping in bulk and nanocrystal semiconductors. (A) Scheme of the different influences of doping a bulk semiconductor for n-type (left) and p-type (right) dopants. ABS, absorption onset; PL, photoluminescence onset; TS, tail states; \(E_f\), Fermi energy; \(E_g\), modified band gap; \(E_0\), unperturbed band gap. The purple shading shows state filling up to the Fermi energy. (B) Sketch for n-doped nanocrystal QD with confined energy levels. Red and green lines correspond to the QD and impurity levels, respectively. Left panel: The level diagram for a single impurity effective mass model, where \(E_g\) is the quasi-particle gap in the doped QD, \(\Delta_S\), and \(\Delta_P\) are the QD electron levels, and \(E_{1S}^d\) and \(E_{1S}^p\) are the impurity levels shifted below the corresponding QD levels by a shift \(\Delta\). Right panel: Impurity levels develop into impurity bands as the number of impurities increases. Upper panel: Sketch of the different impurity models.
leading to band-tailing in small NCs. The method yields n- and p-doped semiconductor NCs that greatly enhance the usefulness of such materials in solar cells, thin-film transistors, and optoelectronic devices.

Adding even a single impurity atom to a semiconductor NC with a diameter of 4 nm, which contains about 1000 atoms, leads to a nominal doping level of \(7 \times 10^{20} \text{ cm}^{-3}\). In a bulk semiconductor this is already well within the heavily doped limit, where metallic (“degenerate”) behavior is expected. Heavy doping in bulk semiconductors leads to several effects summarized in Fig. 1A. The impurities interact with each other and an impurity subband emerges near the edge of the respective band (conduction or valence for n- or p-type, respectively). Indeed, this is the criterion that defines the heavily doped limit, where metallic (Moss-Burstein effect) behavior is observed. For heavily doped n-type semiconductors (Fig. 1A, left frame) the absorption is blue-shifted as a result of conduction band-filling by the donated electrons (Moss-Burstein effect). This was not the case for very high metal atom concentrations (>3000 atoms per NC in the reaction solution), where TEM analysis showed phase separation between InAs and impurity metal regions. Further support for the dispersion of impurities is provided by x-ray diffraction (Fig. S10), where no fingerprints of metal domains were detected while the InAs crystal structure was generally maintained. Some broadening of the peaks is seen, ascribed to a small degree of structural disorder. X-ray photoelectron spectroscopy (XPS) measurements of these samples were also performed, indicating the presence of Ag, Au, and Cu in the respective samples (figs. S11 and S12). This suggests successful addition of these atoms to the InAs NCs, consistent with our previous report of Au growth on InAs NCs, which exhibited the room-temperature solid-state diffusion of Au into the NC. Indeed, extrapolating the diffusion parameter values to room temperature gives a diffusion length scale of \(~10^3\) nm per 24 hours, far greater than the NC diameter; large values are also extrapolated for Ag and Cu (table S1).

Figure 2B shows the absorption and emission (inset) spectra of undoped and doped InAs NCs. The addition of Ag atoms results in a red shift of both the first exciton absorption and the emission peaks. The addition of Cu results in a blue shift of the first exciton absorption peak, whereas the emission is not shifted. Addition of Au at similar concentrations does not considerably alter the observed optical gap either in absorption or in emission. The addition of any of these impurity atoms results in the gradual quenching of the emission from the NCs, yet the three impurities lead to qualitatively different effects on the optical spectra and hence on the electronic properties of the doped NCs. The effect of varying amounts of impurities on the first absorption peak and on the emission is shown in Fig. 2, C to E, for InAs NCs with different diameters (see figs. 1C to 1E).

**Fig. 2.** Optical properties of doped InAs NCs. (A) TEM image of Ag-doped 3.3-nm InAs NCs. (B) Normalized absorption spectra of three 3.3-nm InAs NC samples. Two of the samples had Cu (blue) and Ag (red) solutions added to them resulting in metal/NC solution ratios of 540 and 264, respectively. These amounts correspond to 73 Cu atoms and 9 Ag atoms per NC. The third sample had a control solution (without metal salt) added to it (black). The inset shows the normalized emission spectra of these samples. (C to E) The energetic shift of the first exciton peak (solid symbols) and the emission energy (open symbols) against the number of impurity atoms per QD for InAs NCs with radii of 1.3 nm (C), 1.8 nm (D), and 2.1 nm (E). Red symbols correspond to Ag doping, blue symbols to Cu.
S1 and S2 for individual spectra). No considerable bleaching effects were observed in the absorption. The amount of impurities on the NCs was estimated by the analytical method of inductively coupled plasma atomic emission spectroscopy (ICP-AES, figs. S3 to S7).

A first possible source of spectral shifts in such quantum confined particles may be related to size changes upon doping, but this was excluded by detailed sizing analysis (fig. S9). An alternative source of the spectral shifts can be associated with electronic doping by the impurities. In Fig. 3 we show tunneling spectra measured by a scanning tunneling microscope (STM) at $T = 4.2$ K for undoped, Au-doped, Cu-doped, and Ag-doped InAs QDs 4.2 nm in diameter (see figs. S13 to S15 for additional spectra).

Starting from the reference case of the undoped QD shown in the lower panel, the $dI/dV$ curves, which are proportional to the DOS, match earlier studies of InAs QDs (27). The gap region is clearly identified, whereas on the positive-bias side a doublet of peaks associated with tunneling through the doubly degenerate $1S_q$ state is seen at the onset of the current, followed by a higher-order multiplet at higher bias corresponding to tunneling through the $1P_e$ conduction band state. A more complex peak structure is seen on the negative-bias side, resulting from tunneling through the closely spaced and intricate valence band states.

Several changes are seen upon doping the QDs. Starting with the case of Au, the gap is similar to the undoped QD, consistent with the optical measurements. However, the features in the scanning tunneling spectroscopy (STS) spectra are washed out, suggesting that indeed Au has entered the QD, perturbing the pristine level structure. More notable changes are seen for both the Cu and Ag cases (Fig. 3, upper panel), where band-tailing into the gap and the emergence of in-gap states in regions covering nearly 40% of the gap region are observed. In particular, in the Cu case, a shoulder on a tail-state structure is seen at bias values just below the $1S_q$ doublet (which is remarkably preserved). Additionally, the doublet is superimposed on a notable rising background that increases to the region of the $1P_e$ peaks that are not well resolved (fig. S13). For the Ag-doped QDs, there is pronounced broadening and merging of features on the positive-bias side, and on the negative-bias side a background signal develops.

A clear result of doping in bulk semiconductors is the shift of the Fermi level, which for n-type doping is close to the conduction band, and conversely shifts to a lower energy close to the valence band for p-type impurities. Remarkably, such shifts are clearly identified in the STS of the Cu- and Ag-doped QDs, as measured by the positions of the band edges relative to zero bias. Whereas the Fermi energy for the undoped case, as well as the Au-doped case, is nearly centered, in the Cu-doped case the onset of the conduction band states nearly merges with the Fermi energy, consistent with n-type doping. In contrast, for the Ag-doped case, the Fermi level is much closer to the onset of the valence band states, signifying p-type doping in this case. Considering that the only difference between the samples is the type of impurity atoms, and that the measurements are carried out under the same conditions, surface ligand effects or environmental influences on the Fermi energy shifts (4, 9, 11, 28) can be ruled out.

Chemical considerations for the doping of InAs with the different metal atom impurities can help to clarify these observations (fig. S17). Cu can have a formal oxidation state of either +1 or +2. Moreover, its ionic radius is the smallest of the three impurities and therefore may be accommodated in interstitial sites within the InAs lattice (29). In such a case, one can expect that the Cu will partly donate its valence electrons to the QD, leading to n-type doping, consistent with the shift in the Fermi energy observed by STS. The incorporation of multiple impurities is expected to lead to the development of closely spaced impurity states, akin to the impurity band formed in the bulk (20). This band forms asymmetrical because of the disordered arrangement of the impurities in the QD, surpassing the energy of the $1S_q$ QD state. The observed rising background in the STS curve signifies the presence of such an impurity band. This is a direct indication of the substantial modification of the DOS induced by the impurities in small, heavily doped QDs. Revisiting the observed blue shift in the absorption, this is in line with the filling of the conduction and impurity-band levels in heavily n-type doped QDs, leading to a Moss-Burstein blue shift in the absorption spectrum and minor shifts in the emission (Fig. 2). Furthermore, the addition of impurity levels explains the negligible bleach in the absorption with doping, in contrast to remote surface doping in which QD state filling by the contributed charges leads to a bleach (9–11).

Ag has a large radius and is considered to be a substitutional impurity in III-V semiconductors (30). The replacement of an In atom, which possesses three valence electrons, with a Ag atom, which has only one valence electron, leads to an electron deficiency in the bonding orbitals, causing p-type doping. This is reflected in the shift of the Fermi level, as seen in the STS data (Fig. 3, red trace). In this case, the rising background in the spectrum at negative bias indicates the formation of an impurity band near the valence band. Because Ag has the largest ionic radius of the three impurities, it distorts the crystal structure more than the others; this results in band-tailing analogous to the Urbach tail known for heavily doped bulk semiconductors, and leads to the red shifts observed in the absorption onset as well as the emission (Fig. 2). Au may adopt a $+3$ valence state, which makes it isovalent with In, and hence doping is not expected to lead to the introduction of charge carriers. Moreover, its size is comparable to that of In (table S1), allowing for substitutional doping without substantial
lattice distortions. These features of Au are consistent with the absence of large shifts in absorption, emission, and Fermi energy, as observed in both optical and tunneling spectra.

We also modeled the effects of electronic doping and structural disorder on the electronic properties of strongly confined impurity dopants in QDs. Starting with electronic effects, two models representing two limiting cases of doping were developed (26). The starting point for both models is based on the hydrogenic-like impurity model (22–24). In the first limit (“Z-model,” Fig. 1B), we assume weak localization of the impurity states represented as a single central multivalent impurity. In the other limit, impurity electrons are sufficiently localized, to an extent much greater than in bulk (8), such that a single-electron tight binding (TB) treatment where each impurity contributes a single electron was applied. In Fig. 4A, we show the impurity DOS for n-type doping of two QD sizes for the TB model. For small number of impurities (e.g., \( N = 5 \)), a peak in the DOS is observed below the QD level (1S\(_e\)). As the number of impurities increases, an impurity band develops asymmetrically around the QD level, pushing the Fermi energy toward the conduction band. The emerging impurity band develops a tail that extends into the gap, consistent with the STS data for the Cu case.

In Fig. 4B we show TB estimations for the shifts in the absorption spectrum as a function of the QD radius for various doping levels. The single impurity limit is the solution of a finite-barrier confined hydrogenic impurity, and nearly scales as \( R^{-1} \). In this case, for both types of doping, a red shift is calculated. Although the confined energy levels of the impurity and the QD depend strongly on the effective mass \( m^*_{\text{QD}} \), the spectral shifts, which depend on the differences between the impurity and electron/hole levels, only depend weakly on \( m^*_{\text{QD}} \) (Fig. 4B). Indeed, lowest order in the Coulomb interaction, these differences are given by the expectation value of the electrostatic energy. As the number of impurity atoms increases, we find a nonmonotonic dependence of the spectral shifts with QD size. This reflects the transition of the impurity DOS from the gap region into the conduction band.

The onset of the blue shift and its magnitude depend on the model parameters (Fig. 4C). At low impurity concentrations, a red shift is always observed, consistent with the single hydrogenic impurity limit. A turnover from negative to positive shift is observed with increasing impurity density, depending on the degree of impurity carrier localization, which is determined by the ratio of the range of impurity interactions \( a \) and QD size \( R \). The regime at which a blue shift is observed sets in earlier as \( a/R \) increases. Density functional theory calculations (31) for single impurities in QDs suggest \( a/R = 1/3 \), implying a narrow regime of red shift before a blue shift sets in. This is qualitatively consistent with the experimental observations shown in Fig. 4D for Cu, where a red shift is absent, suggesting that \( a < R \). Moreover, the size dependence of the blue shift, which decreases with increasing \( R \), is consistent with the \( R \)-dependence shown in Fig. 4C for the theory. The theory predicts that the shift will eventually reach a plateau, which is not observed experimentally.

The asymmetry in the shift (Fig. 4C) is directly correlated with the magnitude of the hopping term, \( \gamma \). The case shown in Fig. 4C is for \( \gamma = 5e \) (where \( e \) is the single-impurity energy taken from the hydrogenic model), where the blue shift is noticeably larger. When \( \gamma = e \), one observes a symmetric shift around the QD level (fig. S22). Also shown in Fig. 4C are the results of the Z-model, yielding an opposite behavior (inconsistent with the experiments), where a blue shift is observed for low doping levels, turning to a red shift as the doping level increases. These fundamental differences between the Z- and TB-models suggest that confinement leads to localization, consistent with previous theoretical work on single dopants (8).

An additional important mechanism of electronic level modification in the regime of heavily
doped semiconductors relates to distortions of the crystal structure by the dopants leading to band-tailing and a red shift of the gap. To address the role of band-tailing we employed an atomistic treatment of the electronic structure of the QD, where disorder was introduced by randomly displacing In or As atoms (26). Band-tailing occurs mainly for the valence band edge as evident from the DOS shown in Fig. 4E for different impurity numbers. This results from the heavier effective mass and the denser level structure of the valence band, compared to the light effective mass of the highly delocalized electron. From the DOS we estimate the shifts in the band gaps induced by disorder as shown in Fig. 4F. Tailing occurs for distortions to the In atoms, As atoms, both atoms or only surface atoms. The band gap decreases for higher dopant concentrations. Note that the As distortions lead to larger shifts, consistent with its larger ionic radii.

In Fig. 4, G and H, we show the calculated and measured shifts (for Ag impurities) for several QD sizes as a function of the dopant concentration, respectively. The striking similarities between the theory and experiments suggest that the spectral shifts observed in Ag, unlike the case of Cu, are dominated by band-tailing, although clearly in both cases there is an interplay between band tailing and the impurity band formation. Both theory and experiments show a rapid increase in the magnitude of the shift, reaching a plateau at high dopant concentrations. The increase in the shift depends on the level of disorder induced by each dopant. Furthermore, the shifts decrease with increasing QD size in both cases. We note that in Cu, although a contribution of band-tailing is also possible, the band-filling effect discussed above dominates, leading to the blue shift in that case.

Doping semiconductor NCs with metal impurities provides further means to control their optical and electronic properties. We developed a synthesis for n- and p-type doped InAs NCs by introducing Cu and Ag impurities, respectively. Cu-doped particles showed a blue shift in the absorption with only small bleaching. This is in line with the increased DOS, which results from the addition of new impurity levels that develop into an impurity band, and their partial filling with electrons from interstitial Cu impurities. Correspondingly, the STS measurements show a shift in the Fermi energy to near the conduction band edge, and the development of a confined impurity band. This behavior was rationalized by a TB model, and its size dependence indicates that the confinement leads to localization of the impurity states in small NCs. Conversely, STS measurements of Ag-doped NCs led to a shift of the Fermi energy toward the valence band, proving p-type doping. This was accompanied by a red shift of both absorption and emission peaks, attributed to band-tailing effects analogous to the Urbach tail, in line with Ag adopting substitutional sites. The magnitude and size dependence of the band narrowing agree with atomistic electronic structure calculations incorporating structural disorder induced by the dopants. Interestingly, introduction of Au impurities as a substitutional dopant, although broadening the STS spectra, maintains the position of the Fermi level and does not lead to spectral shifts, in line with its insolvent nature with In. The controlled ability to synthesize n- and p-type doped NCs, along with better understanding of the heavily doped impurity regime in colloidal QDs, opens avenues for diverse electronic and optoelectronic devices.
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**Electrochemically Mediated Atom Transfer Radical Polymerization**
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Atom transfer radical polymerization is a versatile technique for exerting precise control over polymer molecular weights, molecular weight distributions, and complex architectures. Here, we show that an externally applied electrochemical potential can reversibly activate the copper catalyst for this process by a one-electron reduction of an initially added air-stable cupric species (CuII/Ligand). Modulation of polymerization kinetics is thereby tunable in real time by varying the magnitude of applied potential. Application of multistep intermittent potentials successfully triggers initiation of polymerization and subsequently toggles the polymerization between dormant and active states in a living manner. Catalyst concentrations down to 50 parts per million are demonstrated to maintain polymerization control manifested in linear first-order kinetics, a linear increase in polymer molecular weight with monomer conversion, and narrow polymer molecular weight distributions over a range of applied potentials.

Living polymerizations, introduced in 1956 by Szwarc (1), proceed in the absence of chain termination and chain transfer events, while concurrently maintaining instantaneous initiation and uniform growth of each propagating species (2). Processes of this nature allow